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Among those who study spreadsheet use, it is widely accepted that errors are prevalent in
operational spreadsheets and that errors can lead to poor decisions and cost millions of dollars.
However, relatively little is known about what types of errors actually occur, how they were
created, how they can be detected, and how they can be avoided or minimized. This paper
summarizes and critiques the research literature on spreadsheet errors from the viewpoint of a
manager who wishes to improve operational spreadsheet quality. We also offer suggestions for
future research directions that can improve the state of knowledge about spreadsheet errors
and mitigate spreadsheet risks.

© 2008 Elsevier B.V. All rights reserved.
Keywords:
Spreadsheets
Error classification
Decision support
End-user computing
1. Introduction

The problem of eliminating errors from software has been
around since the beginning of the computer era. The discipline
of software engineering [38] arose out of a need for error-free
software code. With the advent of the personal computer in
the 1980s and the rapid rise of end-user computing, control of
software development passed out of the hands of profes-
sionals and into the hands of millions of spreadsheet users,
few of whom had any formal training for the task.

As spreadsheets have diffused throughout business,
evidence has accumulated that many spreadsheets contain
errors [16,24,25,29] and that errors can be costly to the
organizations that use them (European Spreadsheet Risks
Interest Group: http://www.eusprig.org/stories.htm). Never-
theless, end users and organizations that rely on spreadsheets
have generally not recognized the risks of spreadsheet errors
[21]. In fact, spreadsheets are somewhat ignored, both as
corporate assets and as sources of risk.

Although research has suggested that errors are prevalent in
spreadsheets, there is much we don't know about the types of
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errors that occur, why they occur, and how to avoid them. We
believe that a critical reviewof the relevant literature can inform
future research on this topic. This paper provides such a review.

Rather than give a chronological account of the literature
on spreadsheet errors, we organize the discussion around the
following topics:

• Classification: what types of errors occur?
• Impact: what are the consequences of errors?
• Frequency: how common are errors?
• Creation and prevention: how can we build trustworthy
spreadsheets?

• Detection: how can we audit spreadsheets to correct errors
when they occur?

We devote a section of the paper to each of these topics in
turn and conclude by suggesting guidelines for future research.

2. Types of errors

Any classification system allows us to understand the
commonalities among individual instances. The Linnaean
system, for example, classifies living things into species,
genera, families, and so on. This hierarchy allows us to infer
that individuals in the same species are more alike than those
in different species, and species in the same genera are more
alike than those in different genera. An effective classification
of spreadsheet errorswould allow us to compare errors across
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studies and application areas. It would also allow us to
diagnose the causes and prescribe the cures for errors.

Spreadsheet errors can be placed into categories in a variety
of ways. For example, errors could be distinguished by cause,
effect, form, stage, or risk. Some examples of causes of errors are
typing mistakes, copy/paste errors, and lack of knowledge. A
second type of classification would be based on the effects of
errors. Some errors lead to erroneous numerical results, while
others may simply make the spreadsheet hard to use correctly.
Errors could also be distinguished by their form. For example,
one form of error is a mistaken formula; another is an input
parameter that appears in multiple cells; a third (perhaps) is
poor documentation. A fourth classification scheme would be
based on the stage at which the error was created. Some errors
first appear during the conceptual design of a spreadsheet,
while others appear during the building process. Some do not
appear until a spreadsheet is actually used. Finally, errors could
be categorized by the risks they pose. In a multi-user
spreadsheet, for example, failing to use cell protection to ensure
that formulas are not overwritten would be a significant error.

There is no single accepted classification scheme for
spreadsheet errors. Perhaps that is unavoidable, because errors
can be classified in different ways for different purposes. Any
well-developed classification should have three characteristics.

• First, it should specify the purpose for which it was created
and/or the context in which it is meant to be used.

• Second, each category should be clearly defined and
examples provided — that is, some errors that fall into the
given category and some that do not.

• Third, the classification should be tested in the relevant
context and evidence provided that different people classify
errors consistently.

Classifications are created for a purpose, and a suitable
classification for one purposemay not be suitable for another. In
the spreadsheet realm, we can imagine that the classification a
lab experimenter might find helpful would not be suitable for
field audits. For example, in a lab environment, it might be
possible to observe an incorrect formula being entered with a
typingerror.However,whendiscoveredduring afield audit, that
same error might be indistinguishable from an error in logic.

Second, categories should be clearly defined and illustrated
with examples. Broad categories such as “qualitative errors” are
difficult to define precisely, and subcategories such as “constants
in formulas” are not well defined without specific examples. For
example, the following formula includes the constant 1, but few
spreadsheet users would consider it erroneous:

Sales�06 ¼ Sales�05T 1þ growth�rate
� �

Third, the classification should be tested and proven in its
area of application. Thus, if a classification is intended for use

in auditing operational spreadsheets, it should be tested on
spreadsheets from the field. To pass this test, researchers
must show that individuals can categorize actual errors
successfully and that multiple researchers place the same
error in the same category a high percentage of the time.

2.1. Early classifications

The earliest studies concerned with errors either gave
examples or listed overlapping types of errors. Brown and
Gould [2], for example, observed 17 errors, of which 15 led to
wrong numbers. Of these, 11 involved errors in formulas,
three involved mistyping, and one involved a rounding error.
The remaining two errors involved misuse of cell protection
and an error in logic.

Ronen et al. [36] cited eight error types mentioned in the
practitioner literature:

• mistakes in logic
• incorrect ranges in formulas
• incorrect cell references
• confused range names
• incorrectly copied formulas
• incorrect use of formats and column widths
• accidentally overwritten formulae
• misuse of built-in functions

Cragg and King [7] offered a different list of error types:

• erroneous formulae
• incorrect ranges
• omitted factors
• data input errors
• incorrect use of functions
• duplication of effort

Note that most of these sources focus on errors in
formulas, although other types of errors (such as data input
errors and duplication of effort) are mentioned.

Galletta et al. [11] were the first to offer conceptual
distinctions between classes of errors. They distinguished
domain errors and device errors. Domain refers to the
spreadsheet's application area (e.g., accounting), while device
refers to the spreadsheet technology itself. For example, a
mistake in logic due to a misunderstanding of depreciation is
a domain error, but entering the wrong reference in the
depreciation function SLN is a device error.

Saarilouma and Sajaniemi [37] distinguished between lo-
cation errors and formula errors. Location errors occur in
formulas that are conceptually correct but in which one or
more of the cell references are incorrect. Formula errors
includemisuse of operators or thewrongnumberof operators.

Panko and Halverson [26] offered two more distinctions.
One distinction is between eureka and Cassandra errors.
Eureka errors are logic errors that are easily proven, while
Cassandra errors are difficult to prove (even if detected). The
other distinction is between pure and domain errors. Pure
errors arise from a lapse in general logic while domain errors
arise from a lack of specific domain knowledge.

2.2. Development of taxonomies

The first serious attempt to offer a complete classification
of errors came from Panko and Halverson [26]. They
distinguished between quantitative and qualitative errors
and further categorized quantitative errors. Quantitative
errors lead to wrong numbers in the current version of the
spreadsheet. An example is the wrong range in a SUM
calculation, resulting in an incorrect total. Qualitative errors
refer to practices that don't lead to wrong numbers in the
current version of the spreadsheet but are risky practices that
could lead to errors in subsequent uses. An example is hard-
coding input parameters into a formula.



Table 1
Developer/user errors (after Rajalingham [33] and Purser and Chadwick [32])

A. Qualitative errors
1. Structural

a. Visible
b. Hidden

2. Temporal
B. Quantitative errors
1. Reasoning

a. Domain knowledge
1. Real world knowledge
2. Mathematical representation

b. Implementation
1. Syntax
2. Logic

2. Accidental
a. Insertion
b. Update
1. Modification
2. Deletion
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Quantitative errors are thus well defined and unambig-
uous, although not necessarily easy to find. Qualitative errors
are not always so clear. For example, hard-coding numbers
into formulas is not a quantitative error if the current version
of the spreadsheet is correct, but it could lead to quantitative
errors in subsequent uses if the user does not change inputs
appropriately. Qualitative errors can also include complex
formulas, confusing layout, or insufficient documentation.

Panko and Halverson further divided quantitative errors
into three subcategories:

• mechanical errors, due to mistakes in typing or pointing
• logic errors, due to choosing the wrong function or creating
the wrong formula

• omission errors, due to misinterpreting the situation to be
modeled

This classification, which is based on the causes of errors,
raises a number of questions. Thefirst is:what is the context in
which errors are being studied? If the context is laboratory
experiments, we may be able to observe the spreadsheet
developer in action and detect howeach errorwas committed.
On the other hand, if the context is evaluating operational
spreadsheets in the field, we can only observe cells in the
spreadsheet, not the process that created them. An appro-
priate classification of errors for one context may not be
appropriate for the other. A second question is: what is the
purpose of the classification? If the purpose is theoretical
understanding, then we can usefully list all possible causes of
errors. But if the purpose is a practical one, then an appropriate
classification should include only errors we can observe and
distinguish from one another. In field audits, we must
concentrate not on causes but on outcomes. For example,
the ultimate cause of an erroneous financial formula could be
that the inputs were not typed correctly, the developer did not
understand the necessary financial theory, the developer
misunderstood the function, or the developer omitted an
important factor from the model itself. In theory, these causes
can be distinguished, but in practice we can observe only the
error itself, so the finer categories may not be relevant.

One of the shortcomings of existing classifications is the
lack of examples. However, Panko [28] provided a detailed
listing of the errors made by subjects in several spreadsheet-
design experiments. A total of 130 errors were briefly
described and categorized into logic errors, omission errors,
or mechanical errors.

Teo and Tan [40] built on the classification schemeof Panko
and Halverson, adding two additional types of qualitative
errors: jamming errors and duplication errors. A jamming
error occurs when more than one parameter is placed in a
single cell, as when a volume is calculated by multiplying
parameters for length, height and width, but the individual
parameters are not isolated elsewhere. A duplication error
occurswhen the same parameter appears in two ormore cells.

Rajalingham et al. [33] and Purser and Chadwick [32]
developed the most elaborate taxonomy of errors available to
date. The first distinction in this hierarchy is between appli-
cation-identified errors and developer/user-identified errors.
Excel has eight categories of errors that it displays in a cell
when it cannot resolve a formula. Some examples are #DIV/0!
for dividing by zero and #VALUE! for the wrong type of
argument in a cell reference. These are application-identified
errors. Most such errors are likely to be caught by spreadsheet
developers as they build a spreadsheet. However, in our own
error research [30,31] we have occasionally observed these
errors even in operational spreadsheets.

The hierarchy for developer/user-identified errors can be
presented in an outline form, as in Table 1. At the highest level,
quantitative errors are distinguished from qualitative errors.
Qualitative errors are divided into structural errors, which
arise fromflaws in the design, and temporal errors, which arise
from the use of non-current data. Structural errors are further
divided into visible and hidden errors. Presumably, a visible
structural error is one that can be observed in the current
spreadsheet while a hidden one arises only during use.

Note that these authors defined qualitative errors some-
what differently from Panko and Halverson. As best we can
tell, structural errors in Rajalingham et al. correspond to
Panko and Halverson's category of qualitative errors. But the
former also classify as a qualitative error the use of non-
current data, which presumably leads to quantitative errors in
the current spreadsheet.

Quantitative errors are divided first into reasoning and
accidental errors. Reasoning errors arise from a lack of
knowledge, whereas accidental errors are created while
entering a formula. Reasoning errors arise from lack of do-
main knowledge or from implementation errors. Lack of
domain knowledge itself can involve lack of real world
knowledge or lack of mathematical knowledge. Implementa-
tion errors can involve problems with syntax (the rules for
creating proper formulas in Excel) or with logic. Accidental
errors arise either during insertion or updating. Updating itself
can involve modification or deletion.

The taxonomy developed by Rajalingam et al. [33] uses at
least three different criteria to distinguish categories of errors.
The first distinction, between application-identified errors
and developer/user-identified errors, is based on the detection
method. The distinction between errors due to lack of real
world knowledge and lack of mathematical knowledge is
based on the cause of the error. Finally, the distinction
between an error occurring during insertion or updating is
based on the stage at which it was caused. Although we
acknowledge that a theoretical taxonomy may be based on
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such disparate criteria, we question the usefulness of such a
taxonomy in practice.

Although this hierarchy is themost detailed categorization
of errors in the literature, as far as we know, it has not been
tested on spreadsheets from the field. Thus, we have no
empirical evidence on how well the classification categorizes
errors found in practice. Common sense suggests that because
this hierarchy is focused in large part on the process by which
an erroroccurred, itmaynot be possible for an auditor (or even
the original developer) to reconstruct the cause and thereby
categorize it when only the completed artifact is available. For
example, if a complex formula involving nested IF, VLOOKUP,
and NPV functions gives a wrong result, we cannot determine
whether the cause was incorrect specification of the problem,
lack of domain knowledge, or an accident in typing.

A more serious concern with this taxonomy is that its
categories overlap. For example, an error caused by lack of real
world knowledge (category B1a1) could occur during mod-
ification (category B2b1). Likewise, an error due to lack of
mathematical knowledge (B1a2) could surface as an applica-
tion-identified error (e.g., #VALUE!). In the end, this taxonomy
may therefore be of more theoretical than practical value.

2.3. Other approaches

Most of the work cited to this point concerns itself with
errors in completed spreadsheets. Panko [24,25] correctly
pointed out, however, that different kinds of errors can occur
at different stages in the life cycle of a spreadsheet, and the
incidence of errors also may vary by stage. Errors can occur in
the formulation of a model, before an actual spreadsheet is
constructed. They can also occur during cell entry, during
testing, and during use. Studies of errors committed during
cell entry [20,22] found, not surprisingly, that developers
commit a large number of errors while actually building a
spreadsheet, but most are corrected immediately.

Ayalew et al. [1] took a somewhat different approach to
categorizing errors. They avoided categorizing based on the
cause of the error but based their three-level schema on the
spreadsheet modeling concept involved. Their three categories
are physical-area related errors, logical-area related errors, and
general errors. Physical-area related errors involve formulas
that refer to blank cells, cells with values of the wrong type, or
cells in the wrong range. Logical-area related errors involve
overwriting a formula with a constant or copying a formula
with incorrect references. Finally, the category of general errors
includes all other possible errors in formulas, including
typographical errors and domain or mathematical errors.

Finally, we mention a study by Caulkins et al. [5] based on
field interviews of 45 managers whose organizations rely on
spreadsheets. These subjects mentioned observing the fol-
lowing errors, in descending order of frequency:

• inaccurate data
• errors inherited from reusing spreadsheets
• model error
• error in use of functions
• misinterpretation of output/report
• link broken/failed to update
• copy/paste
• lost file/saved over file
Note that some of these categories, such as “link broken/
failed to update” are not explicitly represented in any of the
existing classifications.

2.4. Summary

Spreadsheet errors can be categorized in many different
ways, for different contexts and purposes. No generally-
accepted taxonomy of spreadsheet errors has yet been
established. In our survey we have identified several short-
comings of the existing classifications:

• Classifications are offered without specifying the context or
purpose for which the classification is intended.

• The existing classifications do not include sufficient exam-
ples of specific errors that satisfy each category.

• Classifications are not rigorously tested to demonstrate that
multiple users can consistently classify actual errors into the
proper categories.

• The boundary between quantitative errors and qualitative
errors remains vague.

• No studies are available that compare the types of errors by
development stage.

Our own research into errors in operational spreadsheets
[30,31] suggests that a wide variety of types of errors occur.
Furthermore, there are numerous borderline cases, where
careful researchers can disagree as towhether a particular cell
is an error. If classification of actual errors is as difficult as our
experience suggests, any useful classification must be based
on extensive analysis of actual spreadsheets, and must
provide many examples to help researchers use the classifica-
tion effectively.

Future research on error classifications should clearly state
the purpose for which the classification is designed. Then a
set of examples should be provided, both of errors that fall in a
given category and those that do not. Finally, any proposed
classification should be tested to determine if it fits its
purpose. Such tests should at a minimum establish three
things:

• Errors can be identified in the subject population that fall
into each category.

• No errors are encountered that cannot be classified.
• Independent examiners agree on the proper classification of
the majority of errors.

3. Impact of errors

Ironically, the impact of errors on spreadsheet results is
the least studied of all the topics we address. Impact can be
measured in several ways. An obvious measure is the
percentage error in the outputs of the spreadsheet. But a 1%
error in one spreadsheet could be devastating, while a 10%
error in another could be inconsequential. A more telling
measure of impact would be the actual dollar losses from
erroneous or poor decisions resulting from spreadsheet errors.
To estimate this impact would require tracking a problem
within an organization from recognition through to imple-
mentation of a solution, and determining to what extent a
suboptimal outcome was due to spreadsheet errors. This
would be an ambitious undertaking, to say the least.
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The evidence we do have on the impact of errors in
audited spreadsheets is largely anecdotal. In a detailed audit
of a single operational spreadsheet, Hicks (cited in Panko [25])
reported that the errors found in the audit caused the results
to be off by 1.2%. Clermont et al. [6] found errors in an average
of 3.03% of cells in three large spreadsheets but reported that
“we did not find any tremendous erroneous result values that
might have had severe negative effects on the company.”
Lukasic (1998, personal communication cited in Panko [25])
found a 16% error in the results of one of two spreadsheets
audited. Panko's interviewees (Panko [25]) suggested that 5%
of spreadsheets had “serious” errors.

Although we have little data on the impact of errors in
audited spreadsheets, many stories have been published
documenting losses due to mistakes involving spreadsheets.
The European Spreadsheet Risks Interest Group (EUSPRIG)
maintains a web page (http://www.eusprig.org/stories.htm)
that documents dozens of these cases. Here is a small selection.

• Some candidates for police officer jobs are told they passed
the test when in fact they had failed. Reason: the
spreadsheet was sorted improperly.

• A school loses £30,000 because its budget is underesti-
mated. Reason: numbers entered as text in a spreadsheet.

• Benefits of unbundling telecommunication services are
understated by $50 million. Reason: incorrect references
in a spreadsheet formula.

Awide variety of errors has been documented by EUSPRIG,
including formula errors, data entry errors, sorting errors,
copy and paste errors, errors due to inadequate internal
controls, formatting errors, and so on. The great majority of
these reports, perhaps 80%, suggest that the error was actually
in a formula. But there are also cases where the error was due
to poor naming conventions, interaction with other software,
and even fraud. Such examples remind us that the existing
literature on errors focuses onwhat must be only a fraction of
the actual errors surrounding the use of spreadsheets.

Caulkins et al. [5] also asked their survey subjects to evaluate
the risk of spreadsheets in decision making. Of the 44 who
responded, 25 (57%) agreed with the statement “Spreadsheet
errors are a significant threat to decisions.” Ten respondents
(23%) said they used spreadsheets to inform decisions but were
not particularly concerned about errors. The remainder did not
use spreadsheets directly to inform decisions.

Essentially no research has been conducted on the impact
of errors in spreadsheets. Research in this area should be
based on an explicit taxonomy of errors and a well-specified
auditing procedure. In addition, it will be necessary to define
carefully what is meant by “impact.” An error in a single
formula can affect thousands of other cells in a spreadsheet.
The impact can be small on some cells and large on others. To
understand the overall impact will require a deep under-
standing of the purpose and uses of the spreadsheet, and
probably the close collaboration of the developer.

4. Frequency of errors

How common are errors in spreadsheets? Not surpris-
ingly, the answer to this question depends on the definition of
errors, the lifecycle stage, and the setting (operational or
laboratory). About the only general conclusion we can draw
from the literature is that no studies have suggested that
errors are not a problem in spreadsheets, with the exception
of Nardi and Miller [22] who concluded that “users devote
considerable effort to debugging their spreadsheet models —
they are very self-conscious about the probability of error and
routinely track down errors before they can do any real
harm.” That conclusion, however, was based on self-reports
by spreadsheet developers, not on an actual audit of the
spreadsheets in question.

Panko and Halverson [26] and Panko [24,25] summarized
several dozen studies on the frequency of errors. We focus
here on the latest of these studies, Panko [25]. Panko's
summary is divided into four categories that correspond
roughly to the spreadsheet development life cycle:

• cell entry experiments
• development experiments
• code inspection experiments
• field audits

The first three of these categories involve experiments in
which subjects develop or debug spreadsheets. Only the last
category directly addresses the frequency of errors in
operational spreadsheets.

4.1. Cell entry experiments

Panko reported three cell entry experiments, in which
subjects were observed as they created formulas. The
percentage of cells with errors ranged from 11.3% to 21%.
These errors were counted as they occurred, whether or not
they were subsequently corrected. Thus, some of these errors
were essentially typing errors, not errors in finished spread-
sheets. This research may be of interest to those who wish to
improve the efficiency with which spreadsheets are created,
but it should not be taken as indicative of the error rate in
finished spreadsheets. (After all, the error rate for keystrokes
in word processing might be 5–10%, depending on the typist,
but the error rate in finished documents would typically be
much less than 1% of characters entered.)

4.2. Development experiments

In development experiments, subjects are typically given a
word problem and asked to create an appropriate spreadsheet
model. Panko cited eleven of these studies. Cell error rates
ranged from a low of 2% to a high of 17%. (In one study,
individuals had a cell error rate of 4.6% while groups of three
had a cell error rate of 1.0% on the same task.) The percentage
with at least one error ranged from 24% to 86%.

In a later study, Reinhardt and Pillay [35] reported on the
errors made by computer literacy students. In their experi-
ment, 82% made errors when using absolute addressing, 87%
made errors using an IF function, and 93% made errors when
using a financial function.

Laboratory experiments on spreadsheet errors may be
useful for certain purposes, but we should be extremely
careful in making inferences about the error rate in opera-
tional spreadsheets from errors rates in laboratory experi-
ments. The two contexts differ in a host of ways. Operational
spreadsheets are typically large, developed by a team over a
significant period of time, and subjected to repeated use.

http://www.eusprig.org/stories.htm


Table 2
Spreadsheet error rates (after Panko [25])

Source Number Percent audited with
errors

Cell error rate
(% of cells)

1. Coopers and
Lybrand (1997)

23 91 N/A

2. KPMG (1998) 22 91 N/A
3. Hicks (1995) 1 100 1.2
4. Lukasic (1998) 2 100 2.2
5. Butler (2000) 7 86 0.4
6. Clermont (2002) 3 100 3.0
7. Lawrence and
Lee (2004)

30 100 6.9

Average 94a 5.2b

aWeighted average of 88 spreadsheets in sources 1–7.
bWeighted average of 43 spreadsheets in sources 3–7.
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Spreadsheets in laboratory experiments, on the other hand,
are typically small, built over a short period of time by one
person, and rarely used.

Reason [34] provides two warnings that apply here about
investigating errors in the laboratory:

First, the need to establish precise control over the possible
determinants of the error often forces investigators to focus
upon rather trivial phenomena…. Second, it is usually the
case that the greater themeasure of control achieved by the
experimenter, the more artificial and unnatural are the
conditions under which the error is elicited.

Certainly laboratory experiments on spreadsheets are to
some extent artificial and unnatural, when compared to
spreadsheet use in organizations. In a later section, we
provide some perspective on the appropriate use of labora-
tory experiments in spreadsheet error research.

4.3. Code inspection experiments

Code inspection experiments measure the ability of
subjects to find errors in spreadsheets. We discuss these
results in a later section on detecting errors.

4.4. Field audits

Panko reported on thirteen field audits in which opera-
tional spreadsheets were examined (typically by an outsider
to the organization). Since this class of studies is most directly
relevant to the subject of this paper we review these studies
in more detail. Panko summarized this literature by reporting
that 94% of spreadsheets have errors, with an average cell
error rate of 5.2%. We will revisit these estimates after re-
viewing the studies individually.

• Davies and Ikin [8] examined 19 Lotus 1–2–3 spreadsheets
from a variety of firms. Five of the 19 had no quantitative or
qualitative errors, while four had “major errors.” Presum-
ably the remaining 10 had minor errors.

• Ditlea [9] reported that one Price-Waterhouse consultant
found 128 errors in four large spreadsheets.

• Butler (personal communication 1992, cited in Panko [25])
reported errors requiring additional tax payments in 10.7%
of 273 small-business tax returns audited by HM Customs
and Excise (the tax authority in the UK).

• Cragg and King [7] reviewed 20 spreadsheets from 10
companies. A single auditor spent an average of 2 h
examining each spreadsheet. Five of the 20 contained
errors.

• Dent (1995, personal communication with Panko [25]),
described an audit in a mining company that found errors in
about 30% of spreadsheets.

• Hicks (1995, cited in Panko [25]) reported on an extensive
code inspection process for one large spreadsheet at a major
firm. Errors were found in five of 19 modules. In all, 45
errors were identified, with a cell error rate of 1.2%.

• Freeman [10] reported on the experience of auditors at
Coopers and Lybrand, who investigated 23 spreadsheets of
which 91% had errors. KPMG (1997, cited in Panko [25])
investigated 22 spreadsheets and again, 91% had “major”
errors. Butler [3,4] reported on audits of 7 tax spreadsheets
using the same procedure as in Butler (1992, cited in Panko
[25]) and 86% had errors.

• Lukasik (1998, personal communication with Panko [25])
audited two spreadsheets and found cell errors rates of 2.2
and 2.5%.

• Clermont et al. [6] audited three large workbooks used by a
single industrial firm. These workbooks involved 78 work-
sheets and 60,446 cells. The average cell error rate was
3.03% (0.08% in one spreadsheet, 1.3% in a second, and 6.7%
in the third). Of the total of 1,832 error cells identified, 241
(15%) were quantitative errors.

• In two sets of interviews in 2003 with experienced
consultants who perform spreadsheet audits professionally,
Panko was told that approximately 5% of spreadsheets had
serious errors [25].

• Lawrence and Lee [19] reported on 30 audits conducted by
Mercer Finance and Risk Consulting on project financing
models. These models involved an average of 2182 unique
formulas. On average, the auditor raised issues with the
developer concerning 6.9% of all unique formulas in the
spreadsheet; however, the range was from 3.1% to 22.5% of
unique formulas.

These sources range from personal communications to
well-documented research studies. Perhaps the most impor-
tant conclusion to draw from them is that no source has
maintained that operational spreadsheets are error-free. But
what do they suggest is the average error rate?

Panko attempted to answer this question by averaging
over the seven most recent studies, on the grounds that
auditing procedures improved after 1995. These studies are
summarized in Table 2. In total, 88 spreadsheets are
represented in the table. For all 88, the weighted average
percentage of spreadsheets with errors is 94%. Data on cell
error rates were available on 43 of these spreadsheets, and the
weighted average for this sample is 5.2%.

There are several reasons to question the reliability of
these estimates. First, three of the seven sources are
unpublished. Second, the majority of the sources gave little
or no information on their definition of errors or on the
methods used to find errors. Third, Lawrence and Lee [19],
whose observations account for 70% of the sample used to
estimate the cell error rate, did not actually report a cell error
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rate of 6.9% on completed spreadsheets. Rather, they reported
that auditors had “issues” on the initial review of a model that
they subsequently discussed with the developers concerning
6.9% of the cells. The authors provided no details on the
definition of an “issue” or its relation to an actual error.
Moreover, the initial model version that was reviewed was
revised an average of six times before the model was
complete. Thus the estimate of a 6.9% error rate applies only
to issues raised by auditors on initial model versions, not to
errors in completed spreadsheets.

To be clear, we do notmean to suggest that the “true” error
rates in operational spreadsheets are negligible. Our own
studies [30,31] suggest the opposite. However, the evidence
behind the estimates in the literature does not provide
sufficient grounds for a reliable, quantitative estimate.

Managers who understand the importance of spreadsheet
analysis to their business want to know how prevalent
errors are in spreadsheets. Unfortunately, this is simply not
a question we can answer accurately at this time, despite a
number of studies in the area. The problem is a lack of
standardization regarding:

• the definition of errors
• the methods used to detect errors
• the sample of spreadsheets studied

Previous studies have used different definitions of errors,
when they have provided a definition at all. Many studies have
not revealed details about the detection methods used; those
that provided details used different methods. Finally, the
characteristics of the spreadsheets used in the experimental
sample have rarely been reported, so we cannot know whe-
ther the results apply to any particular area of interest,
such as stage of development, application domain, or size of
spreadsheet.

What we do know from this literature can be summarized
as follows:

• Laboratory experiments have shown high error rates,
whether measured by cell error rates or percent of
spreadsheets with errors.

• Field audits have generally shown high cell and spreadsheet
error rates, but methods and results vary widely.

• No studies of spreadsheets themselves (rather than inter-
views of developers) have shown errors to be rare or
inconsequential.

To be effective, future research on the prevalence of errors
must satisfy three criteria:

• The procedures used to select spreadsheets and the
characteristics of those spreadsheets (such as the number
of formulas) must be described.

• A well-tested taxonomy of errors must be used.
• The procedure used to audit the spreadsheets for errors
must be clearly described.

5. Creation and prevention of errors

We know remarkably little about how errors are created
by end users. Not surprisingly, perhaps, no one has attempted
to study spreadsheet development in the field at a level of
detail that would permit observation of developers making
errors. What little we do know comes from laboratory
experiments, yet as previously stated, the relevance of
laboratory results to the field is questionable.

In a study mentioned earlier, Brown and Gould [2]
performed experiments in which their subjects created
three spreadsheets from written descriptions. Subjects were
videotaped during this process and their keystrokes recorded,
thus allowing the causes of errors to be determined. The
researchers observed typing mistakes, misuse of cell protec-
tion, errors in logic, erroneous cell references, copying
mistakes, and misplacement of data.

Olson and Nilson [23] and Lerch [20] tracked actual
keystrokes while subjects built spreadsheets. In 56 formulas
written by these subjects, 12 had at least one extra keystroke
compared to the optimal sequence. (Extra keystrokes are
those beyond the minimum required for the purpose.)
Although these studies reported on errors made during
formula creation, not errors in finished spreadsheets, they
suggest that the methods used by spreadsheet developers
may have a significant impact on the efficiency with which
formulas are created. Lerch also observed that mechanical
errors increased when the cells being referenced were in
different columns and rows, which suggests that a logical
layout may reduce the incidence of errors.

Many papers have offered advice on how to build error-
free spreadsheets, but very few studies provide concrete evi-
dence. Brown and Gould [2] observed that participants in their
study “did not spend a lot of time planning before launching
into creating a spreadsheet.” That observation raises the
question whether planning might reduce the incidence of
errors.

Nardi and Miller [22] noted that in all the cases they
studied, more than one personwas involved in the creation or
debugging of a spreadsheet. That observation raises the
question of whether groups can develop models more
successfully than individuals and what group mechanisms
might contribute to success.

Janvrin and Morrison [15] carried out two experiments in
which subjects were taught to use a structured design method
(Data FlowDiagrams)when developing a spreadsheet. Subjects
were given 1 h of instruction on spreadsheet development and
then asked to develop a workbook with tenworksheets and 51
formulas requiring links among the worksheets. In the first
study, subjects who used the structured design approach had a
7% error rate in linking formulas to inputs, whereas subjects
who used an ad hoc approach had a 10% error rate. That work
suggests that structured methods reduce errors, at least
modestly. In a second study, conceptual and oversight errors
were also observed, but although the structured approach still
reduced the incidence of linking errors, it had no impact on the
other types.

Kruck and Sheetz [18] and Kruck [17] first developed and
then tested a theory of spreadsheet accuracy. In the first paper,
they identified three beliefs or hypotheses about practices that
reduce errors: reduce problem complexity, test for errors, and
use an explicit design process. In the second paper, they tested
whether providing information on these practices to student
subjects reduces the number of errors committed. The in-
formation that was provided to subjects is summarized in
Table 3 below. The experimental results show that all three
aids improve performance: a control group committed 6.4



Table 3
Aids for spreadsheet accuracy (after Kruck [17])

Planning and design aids
1. Use a planned layout so that movement of the data after entering will
be minimized.
2. Use an organized layout to isolate data and computation areas.
3. Use descriptive labels.
4. Repeat the input data near the output.

Formula complexity aids
1. Formulas should contain only cell references.
2. Formulas can be used to repeat data in other locations.
3. Split complex formulas.
4. Relative and absolute cell addressing should be used where appropriate.

Test and debugging aids
1. Use Excel's auditing tools to verify formulas.
2. Review worksheet for error messages.
3. Determine if the numbers look reasonable.
4. Verify all calculations with a calculator or test with known models.
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errors on average, but those given one of the aids committed
only 4.2 to 4.6 errors on average. Finally, an expert was asked
to evaluate each of these spreadsheets for ease of use and
proper segmentation of inputs and outputs. Spreadsheets that
rated best on these criteria had an average of 4 errors, while
those rated worst had an average of 24 errors.

The literature does not tell us a great deal about how
errors occur. A few laboratory experiments have observed
developers making errors, but these experiments may not
provide much insight into the causes of errors in operational
spreadsheets. Most spreadsheet users create large numbers of
errors as they enter data and formulas, but many of these are
corrected immediately, and some are eventually corrected
during testing or use. We still know very little about why the
remaining errors escape detection.

Preventing errors in spreadsheets is a complex under-
taking. Designing a serious research program to determine
ways to improve the process would be equally complex.
Research in this area can focus either on individual or
organizational practices. At the individual level, laboratory
research could establish whether practices such as use of
explicit design processes or use of auditing software reduces
errors. The same question could be studied in the field by
surveying or observing developers, but the difficulty in
deriving clean results would be substantial. At the organiza-
tional level, it would be helpful to know whether background
education, in-house training, or spreadsheet standards have a
measurable effect on spreadsheet errors.

6. Detection of errors

Two types of studies have examined detection of errors
in completed spreadsheets. In laboratory experiments, sub-
jects are asked to find errors placed in spreadsheets by
the researcher; in field audits, experts try to find errors in
operational spreadsheets.

In the great majority of laboratory studies, the subjects
have been given no specific training or instruction on how to
identify errors. Thus, these studies may have limited implica-
tions for detecting errors. One exception is Teo and Tan [40],
who performed a two-part experiment in which subjects first
built a spreadsheet from a written problem description and
then performed “what-if” analysis by changing some para-
meters. This experiment provided insight into the possibility
that some errors can be detected during the use of a
spreadsheet. Their results showed that only 13 of 70 subjects
actually corrected errors in their spreadsheets during the
second exercise. Of all mechanical errors committed in the
first exercise, 39% were corrected in the second exercise. A
somewhat smaller percentage, 30%, of logic and omission
errors was corrected at the second stage. However, offsetting
this improvement was an increase in the overall number of
errors during the second exercise: 49% new mechanical
errors, 30% new logic errors and 65% new omission errors.
Therefore, it appears that during use, errors made during
development can be corrected, but new errors can also be
introduced in the process of modifying the spreadsheet.

Teo and Lee-Partridge [39] conducted a related set of
experiments to test the dependence of error detection on the
nature of the error, individual factors (such as expertise), and
prior practice. Their subjects were not taught how to look for
errors in spreadsheets. The results suggest that success in
locating errors increases with practice, although more for
logic and omission errors than for mechanical, jamming or
duplication errors.

Panko and Halverson [27] conducted an experiment in
which both individuals and groups examined a spreadsheet
for errors. The groups found about two-thirds of all errors,
while individuals found only one-third, suggesting that
groups may be more effective than individuals in certain
tasks related to spreadsheets.

Galletta et al. [11,12] performed two studies in which
subjects searched for errors that had previously been seeded
in spreadsheets. In the first study, about 55% of the errors
were identified by subjects, and expertise in both accounting
and spreadsheets contributed to success. In the second study,
the subjects were shown either a printed copy or an electronic
copy of the spreadsheet, with or without formulas. Again,
about 50% of the errors were identified and subjects who
could refer to the formulas did not find more errors than
those who could only check numbers. Howe and Simkin [14]
similarly found that experimental subjects found 67% of
errors seeded in a spreadsheet. Their regression analysis
failed to identify any significant determinants of error
detection rates by error type.

Purser and Chadwick [32] administered web-based sur-
veys to professionals and students asking them to identify
errors in spreadsheets. Both groupswere given afirst survey in
which no information was provided on the types of errors to
look for and a second survey in which the error classification
scheme discussed above was provided. The results showed
experienced users detecting a much higher percentage of
errors than novices, but knowledge of error types did not
always improve performance. In fact, the number of qualita-
tive errors identified went up as expected, but the number of
quantitative errors identified went down.

In addition to laboratory experiments, a few studies have
reported the results of auditing operational spreadsheets.
Panko [24,25] cited seven reports on field audits. Most of
these disclose no details on the procedure for identifying
errors. One exception is Hicks (cited in Panko [25]), who
reported on the audit of a large-scale capital budgeting
spreadsheet at NYNEX. In this audit, each of the six main
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modules of the spreadsheet was audited by a three-person
team. The audit began with an explanation from the
developer covering the module and its relation to the model
as a whole. The team then verified formulas and checked cell
references. One cell in each column was studied in detail and
the others in the same rowwere checked for consistency. Test
data were used to audit some portions of the module. Finally,
Excel's formula auditing tool was used.

The auditing procedure used by HM Customs and Excise
was described by Butler [3]. This procedure involves the use of
a software tool (SpACE) created for government auditing of
small-business tax returns. This auditing procedure has been
documented in [13], which is the most explicit published
auditing protocol available. The Customs and Excise proce-
dure works as follows. First, the auditor identifies the chain of
cells from inputs to end result and uses the software to follow
the chain of dependent cells so that the key formulas can be
checked. Then the auditor checks the original formulas that
were used to copy related formulas, and checks that the
copies are correct. Again the software is used to speed up this
task. Finally, fourteen types of high-risk cells are checked for
arithmetic and logical correctness. These include, for exam-
ple, cells that contain constants, have no dependents, or
involve complex functions such as NPV.

Clermont et al. [6] used specially-developed auditing
software in a field audit of three large spreadsheets. The
auditor first discussed each workbook with its developer and
collected summary data about theworkbook (number of cells,
number of formulas, and so on). The second step was to spot-
check the spreadsheet for errors. Finally, the software tool
was run and highlighted cells were investigated.

Ideally, spreadsheets would be created free of errors, but it
seems more practical to develop efficient methods and tools
for detecting errors. Unfortunately, the literature provides
little guidance for this effort. Few laboratory experiments
have been performed that test the effectiveness of different
approaches to error detection. Although several field audits
have been done to identify errors, most have not reported
on the methods used, and none has compared different ap-
proaches to the task.

Finally, we should keep in mind the complementary
roles of prevention and detection. In terms of the end pro-
duct, it may not matter whether a developer creates an error-
free result by making a lot of mistakes and correcting them
or by doing careful planning and making relatively few
mistakes. Nevertheless, there is an unavoidable economic
trade-off between prevention efforts and detection efforts.
Perhaps further research into these topics might help iden-
tify the kinds of initiatives that could reduce errors at least
cost.

Research that establishes effective methods for detecting
errors obviously requires a well-tested taxonomy of errors.
Laboratory experiments that compare the performance of
subjects using different auditing procedures would contribute
significantly to our understanding. Ideally, such experiments
would use business analysts (not students) as subjects and
operational spreadsheets as the objects of study. Field expe-
riments would be more challenging but could offer deeper
results. A natural experiment in which an organization or
workgroup introduces new procedures for error detection
would be an ideal research platform.
7. Research directions

Research on spreadsheet errors can be conducted either in
the laboratory or in the field. Each type of research offers its
own insights and has its own limitations.

In someways, laboratory research is easier to conduct than
field research, but its limitations are significant. In particular,
error rates in laboratory experiments should not be used
uncritically to infer error rates in operational spreadsheets
because the underlying conditions differ. We don't yet know
the impact of those differences on error rates. More research
needs to be carried out in both domains before we can judge
how the two error rates compare.

Laboratory experiments can be particularly useful in
identifying the types of errors that occur, the stage of the
modeling process at which they occur, and their causes.
Laboratory experiments would also be helpful in comparing
auditing procedures and auditing software.

It is perhaps remarkable that more laboratory experiments
have not been performed on subjects creating spreadsheets.
The ideal experiment would give a subject a written
description of a problem to solve using a spreadsheet and
then track the process through from start to finish. The
method of verbal protocols [41] would seem to be ideal for
this purpose, especially when used in conjunction with
software that tracks keystrokes. A series of such experiments
could determine the stage at which errors of different types
are made (and discovered). They could also allow us to
identify specific approaches to spreadsheet design, building,
and testing that work best.

The great advantage of field research on operational
spreadsheets is that we are dealing with the real thing, not
an experimental substitute. Unfortunately, field research is
generally difficult and it has its own limitations. Certainly,
more work needs to be done in identifying the types and
frequency of errors that occur in the field. To be most useful,
such researchmust precisely specify error types and detection
methods. It must also describe the spreadsheets that were
audited: how theywere selected, their size, complexity, and so
on.

Field research is also needed on methods for detecting
errors. Here are some of the questions research in this area
could answer:

• Which procedures for error detection work best?
• How do teams and individuals compare at detecting errors?
• Can we identify high-risk cells before auditing them?
• Does auditing software improve error detection rates?
• To what extent do the results of laboratory experiments on
error detection apply to error detection in the field?

Field research can also uncover other useful information
about spreadsheet use. For example, what best practices are
used by developers whose spreadsheets are relatively error-
free? What organizational policies and norms exist in
organizations with good spreadsheets? And what can we
learn from the sociology of spreadsheet use; that is, how do
individuals and groups come together to solve problems using
spreadsheet technology?

In summary, errors in spreadsheets appear to be frequent
and are potentially costly. We have reviewed the research
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literature on spreadsheet errors, focusing on five topics, and
drawn the following conclusions:

• Classification: Taxonomies exist, but in most cases they are
context-dependent, imprecisely defined, and untested.

• Impact: Little is known about the quantitative (economic)
consequences of errors in spreadsheets.

• Frequency: If wewant to estimate cell error rates accurately,
we must standardize the procedures for doing so.

• Creation and prevention: Laboratory experiments have been
inconclusiveor suggestive, but broadprogresshasbeen limited.

• Detection: Serious research, detailing themethods used and
comparing alternative approaches, is lacking on this subject.

The state of the art allows us to outline several promising
directions for future research. Laboratory research can better
identify the types of errors that occur, when and how. It can
also be used to compare auditing procedures and auditing
software. Two kinds of field research are needed: narrow
research into errors and their frequency, and broad research
into best practices and the sociology of spreadsheet use.
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