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Abstract

We use models of loss systems and a queueing simulation to optimize routing and
staffing decisions in large call centers with any number of customer types and a mixture
of dedicated and completely flexible servers. Given that flexible servers are no faster
than specialists for a particular customer type, we show that in the loss system it is
always optimal to send customers to specialists first. If all appropriate specialists are
busy, we show that it is always optimal to send the customer to a flexible server, as long
as the service time distribution on the flexible server is independent of the customer
type. To specify the optimal mixture of dedicated and flexible staff, we find that a
simple 80/20 rule works well for a remarkably wide range of parameters. In particu-
lar, for call centers that provide excellent service by setting a tight constraint on the
customer loss rate or average waiting time, we find that 20% of the staffing budget
should be spent on flexible servers while 80% should be spent on dedicated servers.
We provide some intuition as to why a single proportional solution is so robust and
discuss extensions to other types of systems.

Keywords: call centers, capacity flexibility, queueing networks, routing.

1 Introduction

An international call center outsourcer provides customer service, inbound sales, and tech-

nical support for three corporate clients. During business hours this call center staffs over



300 agents, most of whom provide support for the customers of a single client company.
However, the outsourcer has also trained a select group of “super-reps” who can handle calls
for all three clients. Because of their training and skills, the super-reps are more expensive
than the regular staff, but the firm argues that the capacity flexibility provided by these
cross-trained servers is worth the cost. In general, most call centers handle calls requiring a
variety of skills, and many call centers have arranged their staffs into configurations similar
to this outsourcer: groups of dedicated servers and a group of cross-trained servers to provide

some flexibility.

When using this configuration, a call center must answer two basic questions: (i) how
many specialist and cross-trained servers should be deployed? and (ii) given a particular
staffing level, when should a call be routed to a dedicated or a cross-trained server? Our
goal here is to provide general answers to these questions for large call centers. By ‘large,’
we mean call centers with over 40, and perhaps hundreds, of servers, and with offered loads
from each customer type equivalent to at least 20.servers. Our interest in large call centers
follows from industry trends. According to one study, the average call center in 2001
employed approximately 50 customer service agents (Ewalt, 2003), and it is not unusual to
find call centers with as many as 500 agents (Mitchell, 2001). In addition, for much of
this paper we focus on high-quality call centers that either aim to provide excellent service
(in terms of loss rates or the wait in queue) so that significant queues rarely form, or have
extremely impatient customers. Examples include premium-class call centers for banks or
airlines, call centers for emergency services, or business environments in which the caller pays
a significant surcharge for the connection. Our primary results are derived from a stochastic
model of a loss system in which customers who find all servers busy leave the system, and

we then test our results using a simulation of a queueing system.

For loss systems, the intuitive solution to question (ii) is the correct solution: calls should

be sent to a dedicated server if one is available, while cross-trained, or ‘flexible’ servers, should



be held in reserve. The answer to question (i) can depend upon the arrival, capacity and
cost parameters of the call center, but here we use a numerical approximation to show that
a simple 80/20 rule works well for a remarkably wide range of parameters. For high-quality
call centers, we find that 20% of the staffing budget should be spent on flexible servers
while 80% should be spent on dedicated servers. In a thorough series of numerical tests,
the performance of this heuristic is almost always superior to either ‘extreme’ solution (all-
specialized or all-flexible servers) and often performs nearly as well as the globally optimal
solution. Of course, the 80/20 rule is not optimal for all parameters. It is obvious that if
flexibility is costless then an all-flexible system is preferable, while for call centers offering
low-quality service (high loss rates or a relatively long wait in queue) an all-specialist system
is almost always nearly optimal. However, for high-quality call centers, the 80/20 staffing
is an excellent heuristic for most reasonable parameters, and it can be useful for aggregate
staff planning over long time horizons or as a starting point for more precise optimization

using detailed simulation.

We review the literature in the next section. Section 3 presents the basic model, Section
4 describes results on optimal call routing, and Section 5 describes the approximation we
use to find the optimal staffing configuration for a loss system. Sections 6 and 7 focus on
the optimization problem. Section 6 reports on the relative effectiveness of the 80/20 rule
for symmetric systems in which all customers have equal arrival and service rates, while
Section 7 describes a variety of alternative parameters and an alternative formulation of
the optimization problem. This section also describes the queueing simulation and the
performance of the heuristic when customers who find a busy system are not lost. Section

8 concludes with a summary of our findings and a description of future research.

2 Related Literature

Previous work on call-center staffing has focused primarily on systems with homogeneous

servers. An exhaustive survey by Gans, Koole and Mandelbaum (2003) traces the ‘square-



root staffing principle’ back to the work of Erlang in the 1920’s. More recently the rule has
emerged from a variety of queueing and staffing models, including those of Whitt (1992) and
Borst, Mandelbaum and Reimann (2004). Armony and Maglaras (2001, 2002) extend the
square-root principle to systems with two types of customers, those who desire immediate
service and those who are willing to accept a ‘call-back’ option. Garnett, Mandelbaum and
Reiman (2002) extend this principle to the case where customers have a stochastic reneging

time. In all of these papers, there is a single pool of servers with identical skills.

The literature on skill-based routing in call centers is also summarized in Gans et al.
(2003), and Hopp and van Oyen (2003) present a literature survey and research taxonomy
for cross-training in more general production settings. The system described in this paper
has pools of specialists and a pool of fully cross-trained servers, and therefore is an example
of the ‘M system’ described in Garnett and Mandelbaum (2001). In these systems, some
servers can only see a subset of customers, and the staffing problem is much more complex
than for systems with homogeneous servers. As the article by Gans et al. (2003) points
out, the staffing decision in a system with nonhomogeneous servers is intertwined with the
lower-level routing problem: which available server should a newly-arrived customer choose,
and which available customer should a newly-free server select? For this reason, much recent
work has focused on the dynamic routing problem in which the routing decision depends
upon the states of the queues and servers, e.g., see Gans and van Ryzin (1997) and Harrison
and Lopez (1999) for heavy-traffic analyses of the problem. Iravani and Krishnamurthy
(2002) focus on finite-source queueing systems, e.g., the repairman problem. They allow for
an arbitrary mix of specialized and partially cross-trained servers and examine numerically
the performance of a variety of repairman-assignment rules. Borst and Seri (2000) propose
a routing heuristic that assigns customers to the available agent with the most specialized

set of skills, a generalization of the ‘specialist-first’ routing described below.

Ormeci (2002) analyzes a system with two types of calls and three pools of operators,

two dedicated and one cross-trained. The system described by Ormeci is both more general



than ours (different customer types may offer different rewards) and more restrictive (there
are two customer types). The article shows that it is optimal to serve a call with a dedicated
operator if one is available. If a dedicated server is not available, then there exist conditions
on the arrival rates, service times, and reward values that indicate whether it is always
optimal to send a customer to the cross-trained pool. Below, we extend certain results from

Ormeci (2002) to systems with more than two types of calls.

Another class of papers focus on performance evaluation, cross-training, and staffing
problems.  Green (1985), Stanford and Grassmann (1993), and Shumsky (2003) analyze
systems with single pools of flexible and specialized servers (an ‘N’ system, using the termi-
nology of Garnett and Mandelbaum, 2001). Stolletz (2003, chapter 5) examines an M-system
with limited waiting space, customer balking, and reneging. Borst and Seri (2002) describe
a general cross-training scheme and develop sufficient conditions on the number of servers
of each type needed to satisfy given performance constraints. They also derive a set of
necessary conditions. For the system described in this paper, Borst and Seri’s sufficient
and necessary conditions for the total number of servers are equivalent to the bounds im-
plied by the two extreme cases: a system with only specialists and a system with all servers
fully cross-trained. Harrison and Zeevi (2003) use a stochastic fluid model to find optimal
long-run staffing configurations in large call centers with cross-training, under the assump-
tion that variations in the average arrival rate dominates short-term fluctuations around the

mean.

Other authors approximate the performance of more general queueing systems by limiting
the waiting-space (Gurumurthi and Benjaafar, 2001), by deriving bounds on the performance
(Aksin and Karaesmen, 2002) or by assuming that all servers are either specialized or fully
cross-trained (Agnihothri, 2003). In much of this paper (until Section 7.4), we assume that
there is an infinite customer population arriving to a loss system: if a customer finds all
the appropriate specialized servers and all the flexible servers busy, then that customer must

leave the system. Both Koole and Talim (2000) and Chevalier and Tabordon (2003) develop



performance evaluation methods for loss systems with general topologies.

The earlier papers by Green and by Stanford and Grassmann focused on methodology,
i.e., matrix-geometric methods for performance assessment. The more recent papers aim
to generate qualitative insights into the value of cross-training. Shumsky (2003) describes
the trade-off between the lower cost of dedicated servers and the flexibility of cross-trained
servers. Both Aksin and Karaesmen (2002) and Gurumurthi and Benjaafar (2001) examine
the value of a variety of cross-training schemes, including the value of server flexibility in both
symmetric and asymmetric systems, where a ‘symmetric system’ has the same arrival rate
and available capacity for each customer type. Using very different models, both find that
in asymmetric systems, more server flexibility does not necessarily lead to higher customer
throughput. Chakravarthy and Agnihothri (2003) and Agnihothri et. al. (2003) use numer-
ical methods and simulation, respectively, to evaluate the benefits of flexibility in queueing
systems similar to the one described here. While their system includes waiting-lines, they
focus on relatively small systems (up to 20 servers) with two customer types. Numerical
experiments in Stolletz (2003) also focus on systems with approximately 20 servers. These
experiments demonstrate how the optimal percentage of generalist servers is sensitive to a
variety of parameters, including the service rate of the generalists and their cost premium.
Finally, Wallace and Whitt (2004) examine systems with many customer types (e.g., six)
and an arbitrary cross-training matrix. They use heuristics and simulation to find the min-
imum number of cross-trained servers needed to satisfy performance goals for each customer
type. Their experiments demonstrate that most of the benefits of full cross-training can be

achieved by cross-training each server with just two skills.

In fact, many of these papers point out that ‘a little flexibility goes a long way.” For
the system considered here, most of the benefits of flexibility are provided by a few flexible
servers. However, the optimum level of flexibility declines as the cost of cross-training
increases. Our goal is to generate specific guidelines for estimating the optimum number of

fully cross-trained servers for large call centers handling many types of calls.



3 The Loss Model

We assume that there are multiple customer types, each arrives according to a Poisson
process, and that all service times are distributed as independent, exponential random vari-
ables. For each type of customer there may be a pool of specialist servers, and there may
also be a separate pool of flexible servers who are able to handle any customer type, perhaps

at a lower service rate. The system is described by the following parameters:

M: number of customer types.

A;: arrival rate of type-i customers (i = 1...M).

;. specialist’s service rate of a type-i customer.

n;: number of specialists who handle type-i customers.
u{ : flexible server’s service rate for a type-i customer.

nd: number of flexible servers.

Again, we assume that the call center is a loss system: customers who do not find a
specialist or flexible server available are lost. For the optimization problem described in
Section 6, we will specify a maximum system-wide loss rate, ¥(n1,...,ny,n’) and will seek
to minimize the staffing cost, and in Section 7.1 we discuss the problem of minimizing the
loss rate, given an upper bound on the staffing costs. In Section 7.4 we present numerical
results that will help us to associate these loss probabilities with the performance measures

of a queueing system.

To specify the staffing costs we first normalize staffing wages and benefits so that the
expense per unit time of a specialist is ‘1’.  We also assume that each additional skill
acquired by a flexible server has a cost premium of p, so that the cost per unit time of a
fully flexible server is 1+ (M —1)p. For example, a call center for a European bank employs

customer service agents who speak up to four different languages (Dutch, English, French



and German). Managers at this bank estimate that the additional cost of a cross-trained

employee is 5% per language, so that p = 0.05.

4 Optimal Routing

In the call-center literature, specialist-first routing schemes are often assumed to be optimal
for systems with specialists and completely cross-trained servers (e.g., Agnihothri et al.,
2003; Stolletz, 2003). By using coupling arguments, Ormeci (2002) demonstrates that this
routing scheme is optimal for loss systems with two call types, and in the following theorem
we show that optimality also holds for our loss system with M call types. Moreover, Ormeci
(2002) defines conditions under which it is optimal to send a call to a flexible server when
no specialist is available. In Corollary 1, below, we find that if all customers have the same
service rate when assigned to a flexible server, then, again, no customers should be turned
away. When there are two call types, our results reduce to a particular case of the notion of

preferred classes, as defined in the article by Ormeci. Proofs are included in the Appendix.

Theorem 1 If ,uzf < w;, © = 1...M, then it is optimal to route an arriving customer to a

specialist if one is available.

The proof formulates the problem as an undiscounted Markov Decision process and uses
value iteration to show that sending a customer to a specialist brings a higher expected
reward than using a cross-trained operator and that a policy maximizing the utilization of

the specialists is optimal.

Corollary 1 If p{ =upl, pf < p;,i=1..M, and no specialist is available, then it is optimal

to route an arriving customer to a flexible server if one is available.

The proof of the corollary also uses value iteration for this particular case, to show that

it is always optimal to increase the utilization of cross-trained servers.

Note that if ,u{ < ,uf for some i, j, then it may sometimes be optimal to reject a type-i

customer when a flexible server is available, with the hope that a quicker type-j customer
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may come along soon. Given that there are two customer classes, Ormeci (2002) describes a
state-dependent threshold rule for accepting a customer for service. However, in the following
sections we assume that all calls follow the ‘specialist-first’ routing and that calls are never
rejected if any server is available. Again, this routing policy is optimal when ,uzf = uf for

all 4, 7, and is consistent with the routing policies found in most call centers.

5 An Approximation Based on Hayward’s Method

To determine the loss rate ¥(ny, ..., ny,n'), we might use numerical methods to find for the
steady-state behavior of a Markov-chain representation of the system. However, the exact
performance of many systems of this size cannot be evaluated numerically. For example,
Stolletz (2003, pg. 106) points out that the Markov matrix describing an M-system with
limited waiting space (a system similar to ours) can require a state space with over 1 million
states when there are 100 servers, 15 million states when there are 200 servers, and 7 billion
states when there are 1000 servers, Simulation is an alternative, and we will use simulation
in Section 7.4, but again, lengthy run-times are required to generate reliable estimates of

output parameters, and the run-times increase as the system size increases.

Here we propose an approximation procedure based on Hayward’s method (Fredericks,
1980) and developed in Tarbordon (2002). This approximation has three advantages over
numerical methods to find the ‘exact’ performance. First, it is extremely fast and is scal-
able. The computational requirement for performance evaluation in systems with hundreds
of servers is not significantly larger than for systems with just a few servers, so that loss
rates can always be found in a fraction of a second. Second, the system interpolates perfor-
mance results between integer servers. This allows us to use efficient numerical methods for
solving optimization problems, and enables us to see general patterns and trends without
the distortions that occur when the system is restricted to an integral number of servers.
Third, the approximation is extremely accurate for many parameter ranges, and is always

sufficiently accurate for our purposes (more on its accuracy, below).



The approximation requires three steps. First, compute the overflow from each pool
of dedicated servers. Second, merge the overflows from the dedicated pools to form the
arrival stream to the fully cross-trained operators. Third, compute the overflow at the fully
cross-trained pool and the overall loss probability of the call center. To begin, let B(n, p)
be Erlang’s loss function, given n servers and an offered load of p. Because we will allow
for a non-integral number of servers, we use the following interpolation of Erlang’s function,
proposed by Jagerman (1984) :

0 -1
B(n,p) = {p"e’) / eyy”dy] (1)
p
Note that the integral from p to oo is sometimes defined as the incomplete gamma function
and that B(n, p) is exactly equal to Erlang’s function when n is an integer. Let p, = \;/u;,

so that the rate of overflow from each pool of specialists to the pool of flexible servers is

vi = NB(ni, p;) (2)

and let p; = v;/ ;.

Hayward’s approximation describes the stream of arrivals to the flexible pool in terms
of both the average arrival rates (v;) and the ‘peakedness’ of the arrivals. The peakedness
is a measure of the variability of the flow, and is defined as the ratio of (i) the variance in
the number of servers needed to serve all calls (assuming an M/G /oo queue) and (ii) the
average number of servers needed to serve all calls. In particular, from Fredericks (1980),

the peakedness of the overflow from a single pool is

! Pi
ZZ:1_ l+ 7 . 3
S i1 @)

Because the pool of flexible servers sees overflows from all M pools of specialized servers,
it sees an average arrival rate A = Zf‘il v; and an offered load p/ = M /uf.  Following
Hayward’s method, we then approximate the peakedness of the flexible pool’s arrival stream

as
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and the overall loss probability is

U(ny,..np,nt) = (5)

Numerous studies have shown that the first two moments of an arrival stream, the arrival
rate and the peakedness, are often sufficient to compute reasonably accurate approximations
of the performance of loss networks (see, for example, the comparisons in Fredericks, 1980,
Guerin and Lien, 1990, and Tabordon, 2002). To supplement these results, we used both
simulation and numerical techniques to make three types of comparisons between results
obtained from the approximation and the performance of the actual system. In particular,
we compared the approximation and the actual system using (i) the calculated loss rates,
(ii) the optimal number of cross-trained servers, and (iii) the performance of our staffing
heuristics (as described in the next section). All of these experiments demonstrated that
for the large systems of interest here - those with 50 servers or more - the approximation
is extremely accurate. These results are consistent with Whitt (1984), who uses a heavy-
traffic approximation of the blocking probability to show that Hayward’s approximation
should perform well in systems with heavy loads. In the interest of brevity, we do not
present the results of comparisons (i) and (ii) here, although details are available from the
authors. We will summarize the results of the third set of comparisons at the end of the

next section.

6 Optimal Staffing for a Symmetric System: the 80/20
Rule

In this section we restrict our attention to systems in which all customers have the same

arrival rates (A\; = A\; = A) and all service rates are independent of both the customer type
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and the server type (u; = p; = p{ = pf = p). If there are dedicated servers, then it is
optimal to staff the same number of dedicated servers, n, for each customer type. Define
U(n,n') as the loss probability for a system with M pools of n dedicated servers, and one
pool of n/ flexible servers. We consider the following optimization problem, that minimizes

cost subject to a constraint on the overall loss probability:

min  Mn + (14 (M — 1)p)n’ (6)

n,nf

st.  U(n,n')<L

nZO,anO.

By using the approximation described above to calculate ¥, we found the optimal values of
n and n/ for a variety of values for the exogenous parameters. In particular, we assumed a
normalized service rate (1 = 1) and we varied A from 10 to 80, M from 2 to 5, the target
loss rate L from 0.01 to 0.2, and p from 0 to 0.25. This covers a wide range of call centers.
For example, the total load on the call center, M\, varies from 20 to 400 and the total cost

premium of a cross-trained server, 1 + (M — 1)p, varies from 0 to 100%.

Certain conclusions from the experiments are obvious, e.g., the optimal number of cross-
trained servers declines as p rises. However, we found that the optimal percentage of the
total budget spent on cross-trained servers, (1+ (M —1)p)nf/ [Mn+ (1+ (M —1)p)nf],
at first declines rapidly as p rises, but then reaches a level that is relatively flat over a wide
range of p. For example, Figure 1 shows this plateau for M = 2, L = 0.01, and the entire
range of \. Figure 2 shows a similar effect with L = 0.01, M = 2,3,4 and 5, and A adjusted
for each value of M so that M A = 100. Figure 3 displays the optimum solution with M = 2
and A\ = 20, while L varies. We noted that the plateau is often close to 0.2, and therefore
we proposed a ‘80/20 rule’: spend 80% of the budget on specialists and 20% of the budget

on cross-trained servers.
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Optimal fraction of budget spent on
cross-trained servers

0.05 0.1 0.15 0.2 0.25
Cross-training premium (p)

Figure 1: Optimal fraction of budget spent on cross-trained servers for systems with L = 0.01

and M = 2.

Optimal fraction of budget spent on
cross-trained servers
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06 |
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02 |

0.05 0.1 0.15 0.2 0.25
Cross-training premium (p)

Figure 2: Optimal fraction of budget spent on cross-trained servers for systems with L = 0.01

and M\ = 100.
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Optimal fraction of budget spent on
cross-trained servers

0.05 0.1 0.15 0.2 0.25
Cross-training premium (p)

Figure 3: Optimal fraction of budget spent on cross-trained servers for systems with M = 2

and A = 20.

This is certainly not an ‘exact’ result - the true optimum is 100% when p is very small,
or 0% when p and L are large, as is true when L = 0.2 in Figure 3. However, there are wide
parameter ranges over which the 80/20 rule is either close to the optimum, or, if not close,
performs well in terms of cost despite being sub-optimal. Figure 4 was generated using
L =0.01, A = 20, and M = 2, and the figure shows the cost penalty, the percentage increase
in the objective-function value under the 80/20 rule when compared with the true minimum
value from the optimization problem (6). We see that the cost penalty when using the ‘rule
of thumb’ is never greater than 2% and is often close to zero. On the same graph we see the
cost penalty of the best extreme solution is substantially higher for all but the very lowest
values of p (in this instance, an all-flexible configuration is the best extreme solution over
the range 0 < p < 0.125, and an all-specialist configuration is the best extreme solution for
higher values of p).

However, we also find that when L is high the 80/20 rule can perform poorly when
compared to the best extreme solution. Figure 5 shows the cost penalty, as in Figure 4,

but with L = 0.2 rather than 0.01. In this case, an all-specialist system is the preferred
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cross-training premium (p)

Figure 4: Percentage above optimum cost for the 80/20 rule and the best extreme solution,

with L = 0.01, M = 2, and A\ = 20.
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% above optimum cost
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Figure 5: Percentage above optimum cost for the 80/20 rule and the best extreme solution,

with L = 0.2, M = 2, and \ = 20.
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extreme solution over a wide range (for p above 0.075), and there is an extreme solution that
outperforms the 80/20 rule on both endpoints. (Note, however, that if customers are allowed
to wait in queue the 80/20 rule is nearly optimal whenever p is low, even if the call center
offers poor service - see Section 7.4.) The 80/20 rule is also not appropriate for small systems
in which server integrality may have a large impact on performance (e.g., if M\ < 40).
However, in that case it is not hard to combine our approximation with a combinatorial
optimization procedure to find the exact optimal solution. We have implemented such a

procedure using Java servlets, and this is available at a web site.!

However, the 80/20 rule is extremely robust for low values of L. Table 1, included in the
Appendix, compares both the rule and the best extreme solution with the optimal solution
for L = 0.01. The table shows the percentage increase in cost over the optimal solution,
the ‘cost penalty,” when the 80/20 rule or the best extreme solution is used (in other words,
the entries in the tables are equivalent to the y-axis values in Figure 4). Instances where
the rule outperforms the best extreme solution are in bold font, and when the best extreme
solution is an all-flexible system the cost penalty is italicized. Again we see that for this low

value of L, the 80/20 rule is usually superior, and is often within 1% of the optimal solution.

As suggested above, the heuristic’s performance deteriorates as L grows, while one of
the extreme solutions - particularly the all-specialized solution - becomes more attractive.
Table 2 shows this transition by summarizing the results of experiments with large call
centers - those with A > 20 - over a range of L. For each value of L and cross-training
premium p, the table summarizes the cost-penalties for the 12 different systems generated
by the parameters A\ = 20,40, 80, and M = 2, 3,4, and 5. The column labeled ‘# preferred’
indicates the number of times out of 12 that the 80/20 heuristic, the all-flexible system, or
the all-specialist system had the lowest cost penalty. The first section of the table, with
L = 0.01, summarizes the results of Table 1 (excluding those centers with A = 10): on

average, the 80/20 rule delivers a total cost 1% above the optimal solution.

ISee http://www.poms.ucl.ac.be:8080/CCServlet /servlet /home
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In the table, we see that with L = 0.05 the 80/20 heuristic does not perform well for
the most extreme values of p, and for L = 0.1 and 0.2, the all-specialist solution is nearly
optimal except for the very lowest values of p. The square-root staffing rule reviewed in
Whitt (1992) helps to explain the superior performance of the all-specialist solution for large
L. Given an arrival load A and a target grade of service 7y, a variety of approximations
and numerical tests have shown that the level of staffing is roughly s(A) = A + ¥WA. The
proportional reduction in staffing achieved by crosstraining servers to handle M separate

arrival streams is,
Ms(\) —s(MX) v (1—M'?) ™
Ms()\) - N2

This proportion is increasing in the service grade v and decreasing in the offered load .

Therefore, a very large call-center with a weak service constraint does not achieve significant
economies of scale and a significant reduction in the total number of servers by pooling cus-
tomer streams via cross-training. This implies that for our large call-centers with high values
of L, the all-specialized system is preferred for all but the lowest cross-training premiums,

and that there is a very narrow range of p in which the 80/20 heuristic is effective.

What accounts for the good performance of the 80/20 rule when L is low? Expressing
the amount of cross-training in terms of the budget, rather than in terms of the number of
servers, implicitly adjusts the solution as the cost of cross-training rises. In addition, a small
number of cross-trained servers provides most of the pooling benefits of flexibility. Therefore,
when the cross-training premium is low and the true optimal solution is to minimize the total
number of servers by having a large number of flexible servers, a small proportion of flexible

servers is sufficient to be close to the optimum.

More formally, suppose that 7 > 0 and n/ > 0 are optimal interior solutions to opti-
mization problem (6). If ¥(n,n/) is differentiable and convex in (n, n/), then the Karush-
Kuhn-Tucker (KKT) conditions are necessary and sufficient for the optimum. While it is
well-known that Erlang’s loss function is strictly convex (Messerli, 1972), the loss rate from

our network may not be convex in the number of servers for certain extreme parameters.
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Figure 6: Trade-off curve with L = 0.01, M =2, and A = 20

However, our numerical experiments indicate that the loss function is strictly convex for all

the systems considered here, and therefore the KK'T conditions imply that,

_0%/on |Gan (14 (M —1)p) (s)
8\11/8n|(ﬁﬁf) M .

Define the trade-off curve n = g(n/) = U1(L|n/), that is, g(n’) is the value of n, given n/,
such that ¥(n,n/) = L. By the implicit function theorem, the left-hand side of expression
(8) is also the slope of g(nf). For low values of L, this trade-off curve has a sharp bend,
or ‘kink,” when n/ is small, so that a small range of (n,n/) satisfies expression (8) over a
wide range of M and p. However, as L rises, g(n/) becomes almost linear, and the optimal
solution moves quickly from one extreme to the other. As an example, Figure 6 shows the
total number of specialists, Mn = Mg(n’) as a function of n/ for M = 2, L = 0.01 and
A =20. For p=0.05and 0.25, the figure shows the optimal solutions and the tangent lines
— (14 (M —1)p). Over this range of cost premiums, the optimal solution remains within

a relatively small range. In addition, if p were to rise above 0.25, the rate of change in the
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solution will continue to decline because the trade-off curve rises even more quickly as one

moves to the left.

Finally, it is reasonable to ask whether these results are an artifact of the approximation.
To ensure that our results are accurate, we replicated a subset of the results in Tables 1 and
2 by solving numerically the balance equations of the Markov matrix for a system with two
types of customer (M = 2), and then used these ‘true’ performance measures to find the
optimal staffing configuration, the best extreme solution, and a solution guided by the 80/20
heuristic. Because of the integrality requirements, we implemented the 80/20 rule in the
actual system by choosing the configuration with spending on cross-trained servers as close
as possible to 20% of the budget (we usually found a system with flexible spending between
18% and 22%)).

For the smallest systems, the difference between the results from the actual and approx-
imate systems can be large. In the most extreme example with A = 10, L = 0.01, and
p = 0.01, the cost penalty for the 80/20 rule was 2% when using the approximation to cal-
culate the loss rate (see Table 1), but was 6.3% in the real system. This difference was due
to a combination of the integrality requirement and approximation inaccuracy. However,
significant differences disappear as the system size grows. For A = 40 or 80, the cost penalty
incurred by the 80/20 rule for the actual system never differs from the results reported in
Tables 1 and 2 by more than 0.5%, and the average absolute difference is just 0.2%. In
addition, the additional experiments mentioned at the end of Section 5 demonstrated that
the approximation’s accuracy rises as M increases from 2 to 5. Therefore, we are confident

that for large systems our assessment of the 80/20 rule is correct.

7 Variations in the Formulation and Parameters

In the previous section we focused on the cost minimization problem, given a symmetric loss
system in which specialized and flexible servers both have equal capacity. In this section

we relax each of these assumptions. First, we consider an alternative formulation of the
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problem: minimizing the loss probability, given a constraint on the labor budget. We also
consider systems in which flexible servers are slower than specialists and systems in which
arrival and service rates are unbalanced. We end the section by considering systems with

queueing.

7.1 Minimizing the Loss Probability with a Budget Constraint

Consider the following alternative formulation to the staffing problem:

min ¥ (n,n’) (9)

n,nf

s.t. Mn+(1+(M—-1)p)nf <C

nZO,anO

where C' is a budget constraint. For an interior solution to this problem, a KKT condition
is, again, (8). Therefore, it should not be surprising that the 80/20 rule works well when
solving this problem, as long as the budget C' is large enough to ensure that the system has

a low loss probability.

Given this formulation, the 80/20 rule is particularly helpful for rough-cut staff planning.
Suppose that a manager knows the budget C, the cost of a specialist (say, w), and the cost
of a flexible server, w/ = (1 + (M — 1)p)w. The rule suggests that the manager should
deploy 71 ~ (0.8C)/(wM) specialists of each customer type as well as 7/ ~ 0.2C /w/ flexible
servers. To make this staffing decision, the manager need not use a queueing model, unless

she also wishes to predict the actual system performance, given the budget.

7.2 Slower Cross-Trained Servers

Suppose that p; = p; = p, /%f = ,u;'c =pf, and g > p/. We find that the 80/20 heuristic can

be extended by weighting the cost of each server by its service rate. For example, if the actual
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Figure 7: Optimal fraction of adjusted budget for cross-training, given slower flexible servers

(with parameters L = 0.01, M = 2, and A = 20)

cost of a specialist is w and the actual cost of a flexible server is w/, then we can implement
an 80/20 rule using the adjusted cost per server, w = w/p and W/ = w’ /uf. This extended
80/20 rule suggests that n and n/ should be chosen so that w'n// [@M n + w'n’ } = 0.2.
Figure 7 displays the value of this ratio for the true optimal solution with L = 0.01, M = 2
and A = 20, and over a wide range of values for p and u. As in Section 6, the rule is

extremely robust: results for larger M and A are nearly identical.

7.3 Asymmetry in Service Rates and Arrival Rates

Suppose that \; # Aj, u1; # p; and/or sz #* /Jf . In this case, the optimality results of Section
4 may no longer hold. For example, if ,ulf << ,u;c , then it may at times be optimal for a
flexible server to accept a job of type 7 and reject a job of type j. To maintain our focus on
the optimal staffing problem, we assume that our call center maintains the routing scheme
proposed in the last section: jobs are offered to specialists, then to flexible servers, and are
never rejected if a server is available.

Given this routing policy, it is clear that the 80/20 rule is not appropriate for extreme
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Figure 8: Optimal fraction of budget for cross-trained servers, given imbalanced arrival rates

(A1 + A2 =60 and p = 0.1)

cases. For example, if there are just two products, and if the load from product 1 is equivalent
to just 1 server while the load from product 2 is equivalent to 100 servers, then almost all
servers should be type-2 specialists. In this case, one also finds that the optimal system
follows an ‘N’ configuration (Garnett and Mandelbaum, 2001) with type-2 specialists, a few

cross-trained servers, and no type-1 specialists.

However, we have found that if the asymmetry is not one of these extremes, the 80/20
rule continues to work well. Figure 8 displays the optimal fraction of the budget spent on
cross-trained servers for a system with two call types over a range of values for L, the loss
probability. For all experiments we set the cross-training premium p = 0.1, p1; = jy = p/ =1
and A\; + Ay = 60. We vary A;/)q, and this ratio is displayed on the horizontal axis of the
figure. For each value of A\;/A\y and L, we found the cost-minimizing mix of dedicated and
flexible servers that met the loss probability constraint for both call types (i.e., we did not use
an aggregate loss rate, but instead provided the promised level of service to both customer

types). Our experiments suggest that while there is a slight decrease in the proportion of the
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budget to be allocated to cross-trained server when the asymmetry increases, this decrease

is rather small (again this is especially true for small loss probabilities).

7.4 Systems with Queueing

As we mentioned in the introduction, our focus on a loss system applies directly to systems
in which significant queues rarely form either because the call center has sufficient staff
to consistently answer the call ‘on the first ring,” or because the customers are impatient
and renege quickly. Tabordon (2002) shows that if queues are allowed to build but if the
customers’ average renege times are short (e.g., the same distribution as the service time),
then the rate of reneging is proportional to the loss probability in a system with no queues.
In this case, the 80/20 rule will again perform well if there is a tight constraint on the

reneging rate.

Now consider the other extreme: customers are infinitely patient (no reneging). We
assume that the firm’s goal is to minimize staffing costs, given a constraint on the average
waiting time - the ‘service criterion.” To keep our focus on staffing questions, we assume
that the call center again uses simple routing and server assignment rules. Specifically,
arriving customers are first assigned to available specialists, and then to available flexible
servers (no customers are rejected). When a dedicated server becomes available, that server
is assigned a customer of its own type; when a flexible server becomes available, it is assigned
a customer from the longest queue. A similar system has been studied by Chakravarthy

and Agnihothri (2003).

To examine the performance of our heuristic for this queueing system, we first constructed
a discrete event simulation to generate performance statistics for a given staffing configura-
tion. To determine the length of each simulation run, we used a sequential procedure based
on the method of batch means (Law, 1983 pg. 998). Run lengths were sufficient to generate
a 95% confidence interval with a relative precision of 7.5%. Given that we could estimate

the performance of a particular server configuration, we used a simple search procedure to
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find the optimal configuration, given a cross-training premium.

Using this optimization procedure, we conducted a series of tests similar to the experi-
ments that generated Tables 1 and 2, with two differences: (i) the service criterion was the
overall average wait in queue (1,10,30 and 60 seconds) rather than a loss probability and
(ii) because of the long run-times of the simulation we experimented with a small number of
moderately-sized systems. For each service criterion and cost-premium, we found the op-
timal configuration, 80/20 configuration, and best extreme configuration for 5 systems with
parameters M = 2, A = 20,40, 60, and M = 3, A = 20,40. Table 3 in Appendix B contains
a summary of these experiments. As in Table 2, the ‘# preferred’ indicates the number of
times out of 5 that the 80/20 heuristic, the all-flexible system, or the all-specialist system had
the lowest cost penalty. The table also shows the range of the probability of encountering a
queue, Pr{wait > 0}, for an all-flexible system in each set of five experiments. For example,
when the total load M\ = 40, Pr{wait > 0} = 0.43 for an M /M /s queue that satisfies the
waiting-time criterion of 10 sec., and when the total load M\ = 120, Pr{wait > 0} = 0.62

for the appropriate M /M /s queue.

The Table shows that the 80/20 heuristic again performs well in queueing systems with
tight service constraints, for it is always near-optimal when the service criterion is 1 sec. and
Pr{wait > 0} is around 15%. For these experiments the deviations from optimality and the
cost penalties are sometimes amplified by the integrality constraint, but even so, the average
cost penalty for the 80/20 rule is usually 1% or less when the service constraint is 1 sec.
The heuristic also performs well under all service criteria when the cross-training premium
is low (p = 0.05 or below), providing more evidence that a small number of cross-trained
servers provides most of the benefits of flexibility. In fact, this phenomenon seems to be
even stronger when queueing is allowed; in this set of experiments the all-flexible system is
never preferred over the 80/20 heuristic or the all-specialist system. This preference will
not always be true (as when p = 0), but it seems that the heuristic is especially robust for

queueing systems with cross-training premiums that are relatively low. Finally, as we saw
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in Section 6, when the service criterion is relaxed and the cross-training premium is high,
then the all-specialist system dominates. Here, this is true when the service criterion is

increased to 30 sec. or more, and the cross-training premium is higher than 0.1.

8 Summary and Additional Extensions

We have specified the optimal routing rule and proposed a simple, but effective, staffing
heuristic for large loss systems that employ both specialists and fully cross-trained severs.
This rule of thumb can be useful for managers making long-term, aggregate staffing decisions
and training decisions and can also be used as a starting point for more fine-tuning using

detailed queueing models.

Our model assumes that all service times are exponentially distributed. However, Er-
lang’s Loss function is exact with non-exponential service times, and, in general, Hayward’s
approximation works well too. Simulations performed in Tabordon (2002) demonstrate that
the performance of the approximation is not sensitive to the exponential assumption, but
we do not yet know whether the 80/20 rule continues to perform well with general service
times. We also suspect that a specialist-first routing scheme is optimal under more gen-
eral conditions, and we intend to investigate whether the optimality of the scheme holds for

systems with queues and for non-Markovian systems.

We also assume that all servers are either one-skill specialists or are trained in all skills.
In some facilities, customer service representatives may acquire multiple skills one-at-a-time,
over a long period of time. Therefore some servers may only have a subset of skills. Iravani
and Krishnamurthy (2002) consider this problem, and perform numerical experiments using
a variety of routing schemes. Some of their proposed rules, such as the “Least Skilled
Repairman” rule, are generalizations of the specialist-first rule proposed here. However,
Iravani and Krishnamurthy focus on the machine-repair problem and do not consider the
staffing problem. Finding optimal routing and staffing strategies for call centers with more

general cross-training configurations is an important and fruitful area for additional research.
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In this article we have focused on simple, aggregate performance measures: the overall
system loss rate or average wait in queue, and the budget for labor. Given that the system
serves more than one customer type, there are a variety of alternative performance measures
to consider. If customers differ in their revenue potential, then the firm may maximize some
measure of overall profit and may offer differential service among customer types by using a
priority scheme (see Ormeci, 2002, for an analysis of revenue-based admission decisions in a
loss system) . The firm may also be concerned with balancing the workload among servers.
The specialist-first routing scheme tends to raise the utilization of specialists over the uti-
lization of the generalists, and, as suggested in Iravani and Krishnamurthy (2002), it may
be interesting to examine the trade-off between workload balancing and system efficiency.
Finally, adapting existing light-traffic approximations for queues to systems with a mix of
flexible and specialized servers may allow us to characterize the optimal mix for high-quality

systems, and perhaps generate an analytical justification for the 80/20 rule.

Appendix[ A:[Optimal [ Routing

TheﬁtEém[lD[fDLZf < w;, © = 1...M, then it is optimal to route an arriving customer to a

specialist if one is available.

Proof: To characterize the optimal routing policy, we formulate the problem as an undis-
counted Markov decision process and use value iteration. Let x; be the number of occupied

specialized type 7 servers, let x{ be the number of type i customers in service with a flexible

server, and let 2/ = Zf\il 2! be the total number of busy flexible servers. Therefore, z; and
xfc are integers, 0 < z; < n;, 0 < 2f < n/, and the vector x = (21,..., .TM’fE{, e xﬂ) describes

the state of the system. Let v(x) be a real-valued function defined on x. Define the operator
T;v(x) as the optimal value, given an arrival of type ¢ and the subsequent optimal routing
of that arrival to a server (the notation used here is similar to the notation developed in de

Véricourt and Zhou, 2003).
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Let ﬁf = max{u{ e ,u{z[} Without loss of generality, we normalize the arrival and
service rates so that Zf‘il A + Zf\il nip; +nd ﬁf = 1. Let e, be a vector of zeros with a ‘1’
in the position of zj, and let e£ be a vector of zeros with a ‘1’ in the in the position of :r£ .

The dynamic operator for x is,

Tv(x) = ﬁ:)\iTiU(X)‘Fifﬂim[lﬂLv(x_ei)]+ix{“{ [1+v<x_€{)}

M M
3o o) o =3l o),
i=1 =1

The first term represents the value of an arrival. The second and third terms represent
service completions, and include a reward of ‘1’ for the throughput of a single customer.
The last two terms are due to uniformization and represent fictitious transitions from x to

itself.
Now define,

Ap(x) = v(x+e)—v(x),
Alvx) = v(x+e]) - o),

Aipu(x) = v(x+e) —v(x+el).

The optimal policy will follow directly from the following properties:

P.1 0 < Apw(x), for x; < ng;
P.2 Au(x) <1, for zf <nf;

P.3 0 < Ajpo(x), for z; < ng, af <nt.

Property P.1 indicates that the optimal expected value is nondecreasing when a customer

is sent to an available specialist, and P.2 places an upper bound of ‘1’ on the value of sending
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a customer to a flexible server. Property P.3 indicates that the value of routing a customer
to an available specialized server is greater than the value of routing that customer to an
available flexible server. Therefore, if v(x) satisfies properties P.1 and P.3, then it is optimal
to send an arriving customer to a specialist if one is available. Given this routing scheme,

the optimal value after a new arrival is

v(ix+e;) if x; <ny
Tiv(x) = ¢ max [v(x),v(x + e{)] if 2; = ng, xf < nf
v(x) otherwise.
Note that if a specialist is not available then we may or may not send a customer to a flexible

server.

Let V be the set of all real-value functions defined on N2 that satisfy P.1, P.2 and P.3.
We will show that if v € V then 'v € V' | and therefore, by value iteration, T;v is the optimal
value and ‘specialist-first’ is the optimal routing. First, it is straightforward but tedious to

show that if v € V' then the operator T;v € V' (see Lemma 1, below).
To show that I'v satisfies P.1, we find the difference,
ATv(x) = Tou(x+ep) —T'v(x)

M
= [+ Z Nl Tiv(x) + sz,uzAkv —e) + foqukv )

=1

+ (nk—xk—l)MkJFZ( — T ]Akv<)

L ik

+ Zm

Because both v and T;v satisfy P.1, AxT'v(x) > 0.

Akﬂ} )

To demonstrate that I'v satisfies P.2,
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AlTy(x) = Tw (x+e£)—rv( )

M
= /Lk—i—Z)\AfTU szulAv ')—i-Zx{/uLlfAiv(x—e{)

i=1 i=1
M

+ Z C— )i A (x) (10)

i=1
M
+ (00 =Y alul = uf| Alv(x).
i=1
By P.2 and the normalization assumption, A{Tv(x) < S°M A+ Y nap, +n/p! = 1.

Finally, to see that ['v satisfies P.3, consider the difference,

Ay (%) :Fv(x +ex) —u(x+ ei)

—Z)\ AysTiv(x —l—Z:U,,uZAkfv(x—ez —I—foqukfv(x—ef)

i=1 i=1 i=1

+ <k—xk—1uk+2 i — i)y | Drpo(x)
i#£k
+ Zl‘ Akfv )

+ _1 — Aiv(x)} <uk - ,uk> .

By using P.3, we see that all but the last term of AgfI'v(x) are > 0. By P.2 and the

assumption that p, > uﬁ, the last term is > 0. Therefore, Ay I'v(x) > 0, I'v € V, and

‘specialist-first’ is the optimal routing policy. W

CoEb]]ﬁEﬁ[lD[ﬂjJL{ =pl, pf <p;,i=1..M, and no specialist is available, then it is optimal

to route an arriving customer to a flexible server if one is available.

Now there is no need to keep track of the ‘types’ of the customers who are in-process with

the flexible servers, and we could define a new state vector x = (z; ..., 7y 2/). However, for

convenience, we will maintain the notation defined above.
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First, define the new property,
P.2' 0 < Alv(x) <1, for zf <n.
If v(x) satisfies P.2’ then the optimal value after a new arrival is,

v(x+e) ifx; <mny
Tiv(x) =9 v(x+ ezf) if z; = n;, ol <nf

v(x) otherwise.
so that a customer is sent to a flexible server when a specialist is not available. Let V' be
the set of all real-value functions defined on N?M that satisfy P.1, P.2" and P.3. Lemma
1 can be adapted to show that if v € V' then Ti/v satisfies P.1 and P.3. Lemma 2, below,
shows that if v € V' then T} v satisfies P.2/, and therefore T,v € V.

From property P.2" and equation 10 above, 0 < Aif v(x) < 1, so that T'v satisfies

P.2'. The remainder of the proof of Theorem 1 demonstrates that ['v satisfies P.1 and P.3.

Therefore, a specialist-then-flexible routing scheme is optimal.
Lemma 1 Ifv eV, then Tiv € V.
P.1: To show that 0 < ATiv(x), for x; < ny, consider the following six cases.

xi<n;—1: ATow(x) =To(r+ep) —Tiv(x ) =v(x+ep+e)—v(x+e)>0by Pl

ri=n;—1,i=kal <nf ATpo(x) = max [v(x + ep),v(x + ex + ei) —v(x+ep) >

ri=n; — Li=kal =nl ATo(x) =v(x+ep) —v(x+ep) =0.
xi=n; — Li#k: ATv(x) =v(x+e,+e)—v(x+e)>0byP.l.

;i =n, 2l <nl o ATv(x) =

max |v(x + eg),v(x + ex + e{)} — max [U(X),U(X +el)| >0by P

v =n,0f =nf 1 ATiv(x) =v(x +e;) —v(x) >0 by P.1.
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P.2: To show that A/Tju(x) < 1, for 2/ < n/, consider three cases.

z; < i AlTw(x) =Tw(x +el) — Tix) =v(x+el +e) —v(x+e) <1byP2,

z; =n;,zl <nf —1: AlTw(x) = max [v(x—l— el),v(x+el + ef)} — max [U(X),U(X—I— e <
1 by P.2.

;i =n,xl =nf —1: AlTw(x) = v(x + e]) — max [v(x),v(x + e{)] < v(x+el) -
v(x) <1 by P.2
P.3: To show that AgsTiv(x) > 0, for 3 < ng,and 2/ < n’, consider five cases.
i <n;—1: ApfTiv(x) = Tiv(x—l—ek)—ﬂv(x—l—eg) = v(x+ek+ei)—v(x—|—e£+ei) >0
by P.3.
ri=n;— Li#k: AgfTv(x) =v(x+ e+ €) —U(X+€£+6¢) > 0 by P.3.
zi=n; —1,i=Fk: AyTpv(x) = max [v(x+ exr), v(x + e + eﬁ)] —v(x+el +e) > 0.

z; =ng,af <nf —1: AyTv(x) = max [U(X+ er),v(x + ex + ezf)} —max [v(x+ el),v(x+ el + e{)]
0 by P.3.

;i =n,al =nf —1: AyyTv(x) = max [U(x +ep),v(x+ e+ e{)} —v(x+el) > v(x+
ex) —v(x+ef) >0by P3. W

Lemma 2 Ifv € V', then T,v satisfies P.2.

P.2': To show that 0 < A/T v(x) < 1, for 2/ < n/, consider three cases.
z; <ni: AlTv(x) = Tv(x+el) — Tv(x) =v(x+el +e)—v(x+e)>0and <1
by P.2'.
z=n,al <nf —1: AlTiv(x) =v(x+el +ef) —v(x+el)>0and <1byP.2.

z; =n,al =nf —1: AlT/v(x) = v(x+el) —v(x+el) = 0. This last equality is due
to the assumption that u£ = ,ulf = u/ and can itself be demonstrated by value

iteration. M
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Appendix[B:[Tables

cross-training premium per sKill
utilization
A (arrival|  for all-
m (#call| rate per | flexible
types) | group) system 0.01 005 010 015 0.20 0.25
10 067 20% heur. 2.0 0.9 0.6 0.3 0.3 0.2
' best ext. 0.1 2.2 5.5 9.1 10.6 9.6
20% heur. 1.1 0.2 0.1 0.0 0.2 0.2
5 20 0.76 best ext. 0.0 2.3 5.9 8.2 7.3 6.6
40 0.83 20% heur. 0.8 0.8 0.8 0.6 0.5 0.8
' best ext. 0.2 3.3 6.7 5.6 4.7 4.2
20% heur. 0.3 0.1 0.3 0.6 1.0 1.4
80 0.88 best ext. 0.0 3.0 3.8 3.3 2.9 2.5
10 0.72 20% heur. 5.0 1.7 0.5 0.2 0.1 0.1
' best ext. 0.1 2.7 8.7 13.0 11.1 9.6
20 0.80 20% heur. 2.7 0.5 0.0 0.1 0.2 0.4
3 ' best ext. 0.0 3.8 10.6 8.9 7.5 6.4
40 0.86 20% heur. 1.3 0.1 0.1 0.5 0.8 1.3
' best ext. 0.0 4.9 6.9 5.6 4.7 3.9
80 0.91 20% heur. 0.5 0.4 0.3 1.1 1.7 2.3
] best ext. 0.3 6.0 4.3 3.4 2.7 2.2
10 076 20% heur. 6.3 1.8 0.5 0.2 0.1 0.2
' best ext. 0.1 4.1 13.0 13.0 10.8 8.9
20% heur. 3.4 0.5 0.0 0.2 0.5 0.8
4 20 0.83 best ext. 0.0 5.9 10.9 8.7 7.1 5.8
40 0.88 20% heur. 1.5 0.2 0.2 0.7 1.3 1.9
' best ext. 0.2 8.0 7.0 5.4 4.3 3.4
20% heur. 0.6 0.3 0.8 1.6 2.4 3.2
80 0.92 best ext. 0.7 6.2 4.3 3.2 2.4 1.8
10 078 20% heur. 7.1 1.7 0.4 0.0 0.1 0.4
' best ext. 0.1 5.9 16.1 126 1041 8.2
20% heur. 3.5 0.4 0.1 0.3 0.8 1.2
5 20 0.85 best ext. 0.1 8.4 10.8 8.3 6.5 5.2
40 0.90 20% heur. 1.5 0.0 0.4 1.1 1.8 2.6
' best ext. 0.5 9.6 6.8 5.0 3.8 2.9
20% heur. 0.5 0.2 1.1 21 3.2 41
80 0.93 best ext. 1.2 6.0 4.1 2.9 2.1 1.5

Table 1: Cost penalties as a percentage of the optimal solution, with loss rate L = 0.01
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cross-training premium per skill

L Summary
(Loss rate)| Statistic 0.01 0.05 0.10 0.15 0.20 0.25
mean 20% heur. 1.5 0.3 0.4 0.8 1.2 1.7
best ext. 0.3 5.6 6.8 5.7 4.7 3.9
min 20% heur. 0.3 0.0 0.0 0.0 0.2 0.2
best ext. 0.0 2.3 3.8 2.9 2.1 1.5
0.01 max 20% heur. 3.5 0.8 1.1 2.1 3.2 4.1
best ext. 1.2 9.6 10.9 8.9 7.5 6.6
” 20% heur. 2 12 12 12 10 9
preferred all-flex 10 0 0 0 0 0
all-spec. 0 0 0 0 2 3
mean 20% heur. 1.8 0.3 0.5 1.1 1.9 2.7
best ext. 0.3 3.5 2.8 1.8 1.2 0.8
min 20% heur. 0.5 0.0 0.1 0.1 0.2 0.3
best ext. 0.0 14 0.7 0.1 0.0 0.0
0.05 max 20% heur. 3.9 0.7 1.7 3.3 5.0 6.5
best ext. 1.2 8.0 5.3 4.0 3.2 2.6
” 20% heur. 2 12 10 8 4 3
preferred all-flex 10 0 0 0 0 0
all-spec. 0 0 2 4 8 9
mean 20% heur. 1.8 0.3 0.8 1.8 29 4.1
best ext. 0.3 2.2 1.1 0.5 0.3 0.1
min 20% heur. 0.4 0.0 0.0 0.2 0.2 0.5
best ext. 0.0 0.6 0.0 0.0 0.0 0.0
0.1 max 20% heur. 3.8 0.7 2.8 5.0 6.7 8.2
best ext. 1.2 4.8 2.9 1.9 1.2 0.8
” 20% heur. 2 11 8 3 1 1
preferred all-flex 10 0 0 0 0 0
all-spec. 0 1 4 9 11 11
mean 20% heur. 1.5 0.4 1.6 3.1 4.4 5.6
best ext. 0.3 1.0 0.4 0.2 0.2 0.2
min 20% heur. 0.2 0.0 0.1 0.3 0.7 1.6
best ext. 0.0 0.1 0.1 0.1 0.1 0.1
0.2 max 20% heur. 3.3 1.6 4.3 6.5 8.2 9.7
best ext. 1.3 2.6 1.3 0.7 0.3 0.3
” 20% heur. 3 8 3 1 0 0
preferred all-flex 9 0 0 0 0 0
all-spec. 0 3 8 11 12 12

Table 2: Summary of cost penalties for experiments with A\ > 20.
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cross-training premium per skill
service
criterion range for | Summary
(sec.) Pr{wait>0} | Statistic 0.01 0.05 0.10 0.15 0.20 0.25
mean 20% heur, 1.2 1.1 0.7 0.6 0.6 0.8
best ext. 1.0 4.8 5.8 4.6 3.7 3.0
min 20% heur, 0.4 0.1 0.2 0.4 0.3 0.0
best ext. 0.7 3.5 3.6 2.9 2.3 1.8
1 0.12-0.17 max 20% heur. 2.3 1.9 11 0.8 0.8 1.4
best ext. 1.4 7.0 8.3 6.3 4.9 3.8
# 20% heur. 2 5 5 5 5 5
preferred all-flex 3 0 0 0 0 0
all-spec. 0 0 0 0 0 0
mean 20% heur, 0.9 0.7 1.0 1.5 21 2.5
best ext. 1.4 3.3 2.5 1.9 1.5 1.2
min 20% heur, 0.1 0.2 0.5 0.8 1.2 1.7
best ext. 0.7 1.3 1.0 0.8 0.5 0.4
10 0.43-0.62 max 20% heur, 1.6 1.2 1.6 23 3.1 3.9
best ext. 2.4 5.5 3.6 3.1 2.7 2.2
# 20% heur. 5 5 4 3 3 1
preferred all-flex 0 0 0 0 0 0
all-spec. 0 0 1 2 2 4
mean 20% heur, 0.1 0.7 1.4 21 2.5 3.2
best ext. 1.3 2.6 2.1 1.7 1.4 1.1
min 20% heur, 0.1 0.5 0.9 1.7 1.9 2.3
best ext. 0.9 1.4 1.1 0.9 0.6 0.4
30 0.67 - 0.79 max 20% heur, 0.2 0.9 21 3.3 4.0 4.8
best ext. 1.8 4.4 4.0 3.7 3.3 2.9
# 20% heur, 5 5 4 2 1 1
preferred all-flex 0 0 0 0 0 0
all-spec. 0 0 1 3 4 4
mean 20% heur, 0.3 1.1 1.7 21 29 3.5
best ext. 1.1 1.2 0.7 0.4 0.2 0.0
min 20% heur, 0.1 0.5 1.0 1.1 1.4 1.8
best ext. 0.8 0.6 0.3 0.1 0.0 0.0
60 0.82-0.89 max 20% heur, 1.0 1.9 29 3.6 4.4 53
best ext. 1.7 1.9 1.4 1.0 0.5 0.0
# 20% heur, 5 2 1 0 0 0
preferred all-flex 0 0 0 0 0 0
all-spec. 0 3 4 5 5 5

Table 3: Summary of cost penalties from the queueing simulation.
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